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1 Introduction

Music is mysterious. Anthropologists have shown that every record of human culture has some
aspect of music involved [1]. However, the exact evolutionary role of music is shrouded in mystery.
Scholars theorise and state that music must have emerged as an evolutionary aid [, B]. Some
propose that the function of music was to provide social cement for group action [J, &, §]. War
songs, national anthems, and lullabies are all examples of this.

Music is fundamentally a sequence of notes. A composer constructs long sequences of notes which
are then performed through an instrument to produce music. However, when music is performed
from sheet music, it needs to be interpreted. The ambiguity in interpretation results in a variety of
different realisations of the same sheet description. In abstract terms, this means that the mapping
between the sheet notation and the performed music is not a bijection.

This leads the central question of this paper, is it possible
to leverage data and learn how to automatically synthesise s
musical performances that are indistinguishable from a hu- ‘

man performance? Specifically, we postulate that a signifi-

cant portion of the style injected by a musician comes from
dynamical aspects. To that end, we aim to learn to inject the
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Figure 1: GenreNet architecture.
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We describe the neural network architecture of "GenreNet".
GenreNet predicts the dynamics of a given sequence of notes. ; ,
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The model consists of bidirectional Long Short-term Memory |
(LSTM) [6] layers followed by a linear layer as shown in
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different styles. Thus we propose the network architecture — #"—="+ e

named "StyleNet" which is shown in Figure 2. This model
has an LSTM layer which is shared amongst GenreNet units. Figure 2: StyleNet architecture.
Each unit is responsible for learning a specific style.
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3 Training

For training purposes, we first create a human-performed dataset from which StyleNet can learn
different musical styles [[1]. We present the Piano dataset which contains Piano MIDI files within
the Classical and Jazz genre. All MIDI files are in ¥ time, format 0 and are human recordings. Both
genres have 349 MIDI files creating a total of 698.

We quantise the dataset and design input/output matrix representations. Please refer to the Appendix
for supplementary material. The parameters of StyleNet are optimised by minimising the Mean
Squared Error (MSE):
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where y; is the recorded velocities of notes played at time-step i, f; is the predicted velocities and n
is the number of time-steps in the song.

StyleNet was successfully trained on alternating batches of Jazz and Classical music using the
ADAM optimiser [8] on a Nvidia GTX 1080 Ti. A dropout [U] of p = 0.8 was applied, and gradients
were clipped by norm where g = 10 with a learning rate of 10~3. The final model was trained for a
total of 160 epochs.

4 Experiments

How does one evaluate a musical performance? Music only holds meaning through the confirma-
tion of a human. A decreasing loss shows us that the model is trying to understand the problem
numerically. However what one wants is to minimise the “perceptual” loss. Thus it can be quite
challenging when trying to evaluating a model in the field of music.

We designed experiments to answer the following questions:

* Can StyleNet’s performances pass as a human’s?
¢ Can StyleNet perform the same musical score in different styles?

Identify the Human: To evaluate whether the model can perform like a human, the “Identify the
Human” survey was set up. Participants are shown two 10 second clips of the same performance
where one is generated and the other is an actual human performance. Participants need to identify
the human performances. We use a baseline of randomly guessing between both performances.
An average of 53% from the participant pool could highlight the human performance. This is a
surprisingly low number which concludes that StyleNet’s performances pass as a human’s.

Identify the Style: This leads the next investigation into the model’s ability to play a score in
a specific style. The “Identify the Style: Classical or Jazz” survey was set up for performances
generated in Classical and Jazz styles. Two stylised tracks of a score are shown to the participants.
Participants need to correctly identify the style being asked for.

An average of 47.5% respondents selected the correct style. Similar to the previous test, the baseline
of this test is randomly guessing between both answers. The analysis of this number shows that the
structure of StyleNet is not sufficient to separate the characteristics of the two styles. We believe
that this could be the result of several different factors, for one, we do not have examples of the
same sheet interpreted in both styles. Such data would encourage the style split at the shared layer
in the model. Furthermore, style is something that is “added” to the composition which might be
challenging to capture with this sequential structure.

Identify the Human (Extended Performance): Many participants mentioned that 10 seconds is
too short to decide on an answer. It can be hard to assess a short clip without its surrounding musical
context. Thus a consolidating experiment for our initial findings would be to assess the model on
a complete performance. The experiment set-up was identical to the “Identify the Human” test for
short audio clips, but the only difference was that participants had to answer one question featuring
an extended performance. The survey was completed by 99 people and 46% participants could
identify the human. This result consolidates that StyleNet can successfully generate performances
that are indistinguishable from that of a human.
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A Supplementary Material
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Figure A.3: Input and output representations.
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Figure A.4: Training snapshot of StyleNet’s predictions for waldstein_1_format0.mid.
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Figure A.5: “Identify the Human: Extended Performance” survey results.
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