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Abstract

We propose a neural network method for turning emotion into art. Our approach
relies on a class-conditioned generative adversarial network trained on a dataset
of modern artworks labeled with emotions. We generate this dataset through a
large-scale user study of art perception with human subjects. Preliminary results
show our framework generates images which, apart from aesthetically appealing,
exhibit various features associated with the emotions they are conditioned on.

1 Introduction and Background

The influence of art in emotional state has been long studied in psychology and neuroscience
(e.g., [11] and reference therein). For example, Neuroesthetics studies the neural bases behind
aesthetic experiences such as artwork creation or contemplation [1]. More generally, the field of
color psychology has studied how hue influences human behavior [14]. It is known that people
react differently to color stimuli based on their previous experiences and biological components [5].
Despite this subjectiveness, there are certain color associations that are common across individuals.
The association of the color black and death is innate, which can lead to aggressiveness on people
exposed to it [4]. Valdez and Mehrabian [13] measured the emotional effect of color by means of
continuous pleasantness and arousal scales, concluding that blue-green-purple hues are more often
perceived as positive, whereas yellow and green-yellow are the least positive. On the other axis,
green-yellow, blue-green, and green are the most arousing, while purple-blue and yellow-red are the
opposite.

From the artificial intelligence perspective, automatic generation of art has been a long-standing
objective [2]. Recent advances in deep generative models have been successfully applied to the
artwork domain. For example, Elgammal et al. [3] propose a method to generate art by learning about
styles and deviating from style norms. Departing from previous work on art generation, here we
focus specifically on the interaction between emotions and aesthetics. Specifically, we aim to invert
the stimuli→emotion mapping, i.e., given an emotion we seek to generate an artwork that conveys
it. For this, we use a Generative Adversarial Network (GAN) with Auxiliary Classifier (AC-GAN)[9],
an extension of GAN that conditions generation on class labels. In this architecture, the generator is
fed a class label in addition to the noise variables, and is penalized through an additional loss term
from a classifier that attempts to predict the class label only from the generated image. Training
this method requires a large dataset with class labels. Thus, we construct a large dataset of modern
art by collecting images from various museum collections, conducting a large-scale user study to
obtain human annotations for a subset of the dataset, and labeling the rest of the collection with a
purpose-built emotion classification network. Our preliminary results show that images generated by
our method exhibit features that are commonly associated with the emotions they are conditioned on,
such as aggressive strokes for the negative emotions and colorful, rounded shapes for the positive
ones, confirming findings of previous work in the psychology literature.
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Figure 1: Artworks generated by the Emotional GAN conditioning on various emotion categories.

2 System Description

Raw data collection. We created the emotion-labeled modern art dataset as follows. Starting from
the full MoMA [8] and Wikiart [15] collections, we filtered the data by removing works that were
unlikely to carry emotion, such as maps, photographies or architecture plans. For WikiArt, we
selected only those paintings that were produced from the 1860s onwards. After eliminating very
large and broken images, we were left with about 100K paintings in the dataset.

Labeling the Data. We randomly split the dataset in two subsets. The first one (13,000 paintings
from MoMA) was labeled with emotions in a large-scale user study, while the remaining 20,419
images were labeled automatically using a CNN classifier trained on the former. The user study was
conducted using the HIVEAI platform1. For each artwork image, the user had to select the closest
feeling that evoked on them (anger, anxiety, disgust, excitement, fear, joy, calmness, sadness, lust or
neutral). The quality of the responses was ensured by mixing gold-labeled images with the tasks,
and keeping only annotators with accuracy on these tasks above a certain threshold. We filtered out
images for which inter-annotator agreement fell below a 66 % accuracy and removed those that were
returned as inconclusive. This step yielded a total of 2,948 labeled images. We then trained a CNN
emotion classifier on these gold-labeled artwork-emotion pairs, and used it to the label the remaining
artworks. We discarded all examples where the emotion was predicted with less than 70% confidence
by the classifier. This resulted in a final labeled dataset with 33,418 examples.

The model. We used the AC-GAN as proposed in [9] with default parameters, generating images at
128x128 pixel resolution. To enhance the quality of the generated artwork, we use a Super-Resolution
GAN [7] to scale the images to a final 512x512 pixel resolution.

3 Results

We train the network with the Adam optimizer [6] with initial learning rate l = 0.0002. We observed
that early in the training there are few subtle differences between images generated conditioned
on different emotions, which get steadily amplified as training continues. Figure 1 shows a set
of representative artworks generated by our method for a subset of emotions after 100 epochs.
Interestingly, our method generates a variety of styles with some high-level emotional features that
agree with previous psychology literature: e.g., bright colors for arousal, such as red for anger and
dark colors for unpleasant and low arousal, such as sadness and fear. Joy is an emotional state
with a medium-high arousal and positive valence [10], agreeing with the literature, our generated
artwork has a mix of green-yellow and blue-green colors. In addition, we observed that many
examples in the joy category resemble natural landscapes (also demonstrated to have positive
psychophysiological effects [12]). More generated artworks can be found at emotion2art.media.
mit.edu.
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A User Study

A.1 Instructions

The instructions page shown to the labelers is shown in Figure 2.

Figure 2: Instructions for artwork labeling task
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